PAML (Phylogenetic Analysis by Maximum
Likelihood)

A program package by Ziheng Yang

(Demonstration by Joseph Bielawski)



1. Three inference tasks



model based inference

3 inference tasks

task 1. parameter estimation (e.g., w)
task 2. hypothesis testing

task 3. make predictions (e.g., sites having w> 1)



Concept map for tasks 1-3...

model: o 1. Fit model to data > MLEs
5% have o > 1 ol .
041 2. Test hypotheses via Null
021 and Alternative models
Bayes’ rule: TC A TGS GGG MG GTT GG GOS CAC 3. Predict which sites have
: ' LA llAc ... acc ... >1
site 4,12 & 13 e A atee
..... T ... ..G ..A .GC ...

4. Interpret results in known

structure: biological context

sites are in contact
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Software: both PAML and HyPhy are great choices for model-based inferencel

© O © /[ phylogenetic Analysis by Max| @ N\ Joseph 1!

C ® abacus.gene.ucl.ac.uk/software/paml.html * O ®
Phylogenetic Analysis by Maximum Likelihood (PAML)

Ziheng Yang
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PAML Resources on the web

PAML demo by Joe Bielawski for book chapter by Bielawski & Yang (2005),
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Introduction

PAML is a package of programs for phylogenetic analyses of DNA or protein using i likelihood. It is maintained by
Ziheng Yang and distributed under the GNU GPL v3. ANSI C source codes are distributed for UNIX/Linux/Mac OSX, and executables
are provided for MS Windows. PAML is not good for tree making. It may be used to estimate parameters and test hypotheses to study the
evolutionary process, when you have reconstructed trees using other programs such as PAUP*, PHYLIP, MOLPHY, PhyML, RaxML, etc.

This d is about ing and
about running programs in the package.

PAML and getting started. See the manual (pamIDOC .pdf) for more information

Downloading and Setting up PAML
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Objective: To gain a deeper understanding of the basic
principles of model-based inference in general.

We are NOT tyring to teach a particular software package.

Engauge with the concept questions. It is more important to
understand what you are doing (compared to knowing a
particular software package).

YOU must attempt to understand the relationship between
your model and your data.



2. Brief introduction to PAML



baseml
basemlg
codeml

evolver

yn00
chi?2

Pamp

Mmcmctree

programs in the package...

for nucleotide data (bases)
continuous-gamma for nucleotides
for amino acid & codons data

simulation, tree distances

dy and dg by YNOO

chi square table

parsimony (Yang and Kumar 1996)

Bayes MCMC tree (Yang & Rannala 1997). SLOW



Running PAML programs

1. Sequence data file
2. Treefile
3. Control file (*.ctl)

0@

0.083510 1.4290
0.000010 0.4000
50.000000 999.0000

Iterating by ming2
Initial: fx=  790.04818
x= 0.88351 1.42901

& jpbielawski — -bash — 98x39

14
00
00

9

1 h-m-p ©.0008 1.5892 53.4319 +CCYCYYCYY

a 0.002851 0.002
f 786.714752 786.714
2.850987e-03
2.851077e-03
2.851167e-03
2.851257e-03
2.851347e-03
2.851437e-03
2.851527e-03
2.851617e-03
2.851707e-03
2.851797e-03
2.851887e-03
2.851977e-03
2.852067e-03
2.852157e-03
2.852247e-03
2.852337e-03
2.852427e-03
2.852517e-03
2.852607e-03
2.852697e-03
Linesearch2 a4: multiple
c 786.714671 10 0.0029
2 h-m-p ©.0050 0.2387
3 h-m-p ©0.0000 0.0081
m-p ©.0002 0.1084

4 h-
5 h-m-p ©.0160 8.0000

852 0.002853
671 786.714928
0.173056
0.173059
0.173062
0.173064
0.173067
0.173070
0.173073
0.173076
0.173079
0.173081
0.173084
0.173087
0.173090
0.173093
0.173095
0.173098
0.173101
0.173104
0.173107
0.173110
optima?
41 | 8/2

30.7213 —————
142.5083 —————

2.2204 ++C

1.9177 +CCYCY

0.002852
786.714815

1.552250 786.714752
1.552254 786.715025
1.552257 786.714972
1.552261 786.714775
1.552265 786.715034
1.552269 786.714792
1.552273 786.714784
1.552277 786.714819
1.552281 786.714959
1.552285 786.714638
1.552289 786.714695
1.552292 786.714803
1.552296 786.714769
1.552300 786.714804
1.552304 786.714764
1.552308 786.715002
1.552312 786.714815
1.552316 786.714900
1.552320 786.714754
1.552324 786.714922
------ | 8/2

— | 0/2

786.707806 © 0.0035

76 | 8/2




1. sequence file (modified “PHYLIP” format)

4 20

sequence 1 TCATT
sequence 2 TCATT
sequence 3 TCATT
sequence 4 TCATT

4 20

CTATC
CTATC
CTATC
CTATC

TATCG TGATG
TATCG TGATG
TATCG TGATG
TATCG TGATG

sequence 1TCATTCTATCTATCGTGATG
sequence 2TCATTCTATCTATCGTGATG
sequence 3TCATTCTATCTATCGTGATG
sequence A4TCATTCTATCTATCGTGATG



2. tree file ("Newick” format)

This is an unrooted tree (basal node is degree = 3)



Running PAML programs

1. Sequence data file
2. Tree file
3. Control file (*.ctl)

0.083510 1.4290
0.000010 0.4000
50.000000 999.0000

Iterating by ming2
Initial: fx=  790.04818
x= 0.08351 1.42901

& jpbielawski — -bash — 98x39

14
00
00

9

1 h-m-p ©.0008 1.5892 53.4319 +CCYCYYCYY

a 0.002851 0.002
f 786.714752 786.714
2.850987e-03
2.851077e-03
2.851167e-03
2.851257e-03
2.851347e-03
2.851437e-03
2.851527e-03
2.851617e-03
2.851707e-03
2.851797e-03
2.851887e-03
2.851977e-03
2.852067e-03
2.852157e-03
2.852247e-03
2.852337e-03
2.852427e-03
2.852517e-03
2.852607e-03
2.852697e-03
Linesearch2 a4: multiple
Cc 786.714671 10 0.0029
2 h-m-p ©.0050 0.2387
3 h-m-p ©0.0000 0.0081
m-p ©.0002 0.1084

4 h-
5 h-m-p 0.0160 8.0000

852 0.002853
671 786.714928
0.173056
0.173059
0.173062
0.173064
0.173067
0.173070
0.173073
0.173076
0.173079
0.173081
0.173084
0.173087
0.173090
0.173093
0.173095
0.173098
0.173101
0.173104
0.173107
0.173110
optima?
41 | 8/2

30.7213 —————
142.5083 —————

2.2204 ++C

1.9177 +CCYCY

0.002852
786.714815

1.552250 786.714752
1.552254 786.715025
1.552257 786.714972
1.552261 786.714775
1.552265 786.715034
1.552269 786.714792
1.552273 786.714784
1.552277 786.714819
1.552281 786.714959
1.552285 786.714638
1.552289 786.714695
1.552292 786.714803
1.552296 786.714769
1.552300 786.714804
1.552304 786.714764
1.552308 786.715002
1.552312 786.714815
1.552316 786.714900
1.552320 786.714754
1.552324 786.714922
------ | 8/2

— | o/2

786.707806 0 0.0035

76 | 8/2




3. codeml.ctl (the infamous “control file”)

segfile
treefile
outfile
noisy
verbose
runmode

seqtype
CodonFreqg

model

NSsites

icode

fix kappa
kappa

fix omega

omega

*ncatG
*ncatG

seqgfile.txt
tree.txt
results.txt

* sequence data filename
* tree structure file name
* main result file name

IMPORTANT NOTES:

1. Don't use exercise .ctl files for
real data analysis (they have
been modified a little).

2. Don't use your friends .ctl file
for your analysis (even if he
claims it’s set up correctly)

9 *0,1,2,3,9: how much rubbish on the screen
1 l:detailed output
0 * 0O:user defined tree
1 1l:codons
2 O:equal, 1:F1X4, 2:¥F3X4, 3:F61
0 * 0:one omega ratio for all branches
0 * O0:one omega ratio (MO in Tables 2 and 4)
* l:neutral (M1l in Tables 2 and 4)
* 2:selection (M2 in Tables 2 and 4)
* 3:discrete (M3 in Tables 2 and 4)
* 7:beta (M7 in Tables 2 and 4)
* 8:beta&w; (M8 in Tables 2 and 4)
0 * O:universal code
0 * l:kappa fixed, O:kappa to be estimated
2 * initial or fixed kappa
0 * l:omega fixed, O:omega to be estimated
5 * initial omega

*set ncatG for models M3, M7, and M8!!!
3 * # of site categories for M3 in Table 4
10 * # of site categories for M7 and M8 in Table 4




3. The PAML lab
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Maximum Likelihood Methods for Detecting
Adaptive Protein Evolution

Joseph P. Bielawski! and Ziheng Yang?

! Department of Biology, Dalhousie University, Halifax, Nova Scotia B3H 4J1,
Canada, j.bielawski@dal.ca

2 Department of Biology, University College London, Gower Street, London
WCIE 6BT, United Kingdom, z.yang@ucl.ac.uk

5.1 Introduction

Proteins evolve; the genes encoding them undergo mutation, and the evolu-
tionary fate of the new mutation is determined by random genetic drift as
well as purifying or positive (Darwinian) selection. The ability to analyze this
process was realized in the late 1970s when techniques to measure genetic
variation at the sequence level were developed. The arrival of molecular se-
quence data also intensified the debate concerning the relative importance of
neutral drift and positive selection to the process of molecular evolution [17].
Ever since, there has been considerable interest in documenting cases of mole-
cular adaptation. Despite a spectacular increase in the amount of available
nucleotide sequence data since the 1970s, the number of such well-established
cases is still relatively small [9, 38]. This is largely due to the difficulty in de-
veloping powerful statistical tests for adaptive molecular evolution. Although
several powerful tests for nonneutral evolution have been developed [33], sig-
nificant results under such tests do not necessarily indicate evolution by pos-
itive selection.

A powerful approach to detecting molecular evolution by positive selection
derives from comparison of the relative rates of synonymous and nonsynony-
mous substitutions [22]. Synonymous mutations do not change the amino
acid sequence; hence their substitution rate (dg) is neutral with respect to se-
lective pressure on the protein product of a gene. Nonsynonymous mutations
do change the amino acid sequence, so their substitution rate (dy) is a func-
tion of selective pressure on the protein. The ratio of these rates (w = dy/ds)
is a measure of selective pressure. For example, if nonsynonymous mutations
are deleterious, purifying selection will reduce their fixation rate and dy/dg
will be less than 1, whereas if nonsynonymous mutations are advantageous,
they will be fixed at a higher rate than synonymous mutations, and dy /ds
will be greater than 1. A dx/dg ratio equal to one is consistent with neutral
evolution.
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Accessing the files

1. If you are doing the lab AT THE WORKSHOP: On the virtual machines we will be using in the 2022 workshop, there will be a symlink
in your home directory named "moledata" that takes you to the course data files. There you will find directories for the various labs (e.g.,
MSAlab, revbayes, PamiLab, etc.).

To view the list of labs type:
ls ~/moledata
To view the contents of the Paml Lab type:
ls -1 ~/moledata/PamlLab
This will reveal the directories for each excercise:

exl
ex2
ex3
exd

The files are already on the virtual machine you are using. However, you will want to run each exercise in a separate directory that you
will create. So, create a new directory. The name of the new directory is up to you, but pick something informative (e.g., ~PAML_ex1).

To copy the files required for exercise 1 just type:
cp ~/moledata/PamlLab/ex1/* ~/PAML exl

Now you are ready to do exercise 1 within ~/PAML_ex1

2. If you are doing the lab INDEPNDENTLY of the workshop: You can do this lab by downloading all the necessary files from an
archive here, or you can download the files individually for each exercise as you need them here.

Either way, it is still "best practice" to run each exercise in a separate working directory that you will create (e.g., PAML_ex1 ), and work
with copies of the required files within that directory.




Step-by-step protocols
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Exercise 1

The objective of this activity is to use CODEML to evaluate the likelihood of the GstD17 sequences for a variety
of w values. Plot log-likelihood scores against the values of w and determine the maximum likelihood estimate
of . Check your finding by running CODEML'’s hill-climbing algorithm.

You will work with THIS “knob’

1. Find the input files for Exercise 1 (ex1_codeml.ctl, seqfile.txt) and familiarize yourself with them. Pay
close attention to the contents of the modified control file called ex1_codeml.ctl.

2. Remember to create a directory where you want your results to go, and place all your files within it. Now
open a terminal, move to the directory that contains your files. When you are ready to run CODEML,
delete the ex1_ prefix (the control file must be called codeml.ctl). Now you can run CODEML.

3. Familiarize yourself with the results (see annotations in ex1_HelpFile.pdf). If you have not edited the
control file the results will be written to a file called results.txt. Identify the line within the results file that
gives the likelihood score for the example dataset.

4. Now change and save the control file and re-run CODEML for a different fixed value of w. The control file
"quick guide" might be helpful here (quick guide). The objective is to compute the likelihood of the
example dataset given a fixed value of w. Change the control file as follows:

o Change the name of your result file (via outfile= in the control file) or you will overwrite your
previous results!

results “help-files”

Exercise 1 help file: This file contains an annotated portion of the results output by
codeml for a maximum likelihood analysis of a pair of sequences. The box contains the

portion of the results file that is most relevant to completing exercise 1. These lines of the

output can be found at the end of the results file.

pairwise comparison, codon frequencies: Fcodon.

2 (Sim) ... 1 (Mel)
InL = -786.354023
0.17748 2.24589

This line indicates a
pairwise comparison.
“Sim” and “Mel” are the
sequence labels provided
in the sequence file. 1 and
2 indicate the order of
these sequences in that
file.

This line gives the log
likelihood (In L) of the pair
of sequences

t= 0.1775 S= 44.6 = 555.4 dN/dS= 0.0010 dN= 0.0008 ds= 0.7866

This is the value of w.
In this case it was fixed =
0.001




Let's try something a little different in 2023...

« exercises 1-2 we will do together

« exercises 3-4 you will do on your own



Exercise 1:

ML estimation of the dy/ds () "by hand” for GstD 1



exercise 1:

exercise 1:
you will work THIS “knob”

4
Parameters: f and w

Gene: acetylcholine o
receptor

@ <
S &£
O S
< S
common
ancestor
InL = -2399



exercise 1:

segfile

outfile

noisy
verbose

runmode

segtype
CodonFreq
model
NSsites

icode

fix kappa
kappa

fix omega

omega

*NOTEs:

*omega
*omega
*omega
*omega
*omega
*omega
*omega
*omega

*omega

= segfile.txt * sequence data filename

= results_0.001.txt * main result file name [CHANGE THIS]

=9 *0,1,2,3,9: how much rubbish on the screen
=1 * l:detailed output

= -2 * -2:pairwise

=1 * l:codons

=3 * O:equal, 1:F1X4, 2:F3X4, 3:F6l

=0 *

=0 *

=0 * 0O:universal code

=0 * l:kappa fixed, O:kappa to be estimated
=2 * initial or fixed kappa
=1 * l:omega fixed, O:omega to be estimated

= 0.001 * 1St fixed omega value [CHANGE THIS]

alternate fixed omega values

.60 * 9th fixed value

= 0.005 * 27 fixed value
= 0.01 * 37 fixed value
= 0.05 * 4% fixed value
= 0.10 * 5th fixed value
= 0.20 * 6" fixed value
= 0.40 * 7t fixed value
= 0.80 * 8" fixed value

1

2

.00 * 10" fixed value




exercise 1:

plot: likelihood score vs. omega (log scale)

-750
-755 -
-760 -
-765 -
=770 -
=775 -
-780 -
-785 A
-790 4
-795 . . .

0.001 0.01 0.1 1 10

fixed value of w

likelihood score




exercise 1:

segfile = segfile.txt * sequence data filename
outfile = results_0.001.txt * main result file name [CHANGE THIS]
noisy = 9 *0,1,2,3,9: how much rubbish on the screen
verbose = 1 * l:detailed output
runmode = -2 * -2:pairwise
segtype = 1 * l:codons
CodonFreq = 3 * O:equal, 1:F1X4, 2:F3X4, 3:F6l
model = 0 *
NSsites = 0 *
icode = 0 * 0O:universal code
fix kappa = 0 * l:kappa fixed, O:kappa to be estimated
kappa = 2 * initial or fixed kappa
fix omega =1 * l:omega fixed, O:omega to be estimated
omega = 0.001 * 1t fixed omega value [CHANGE THIS] AJ
*NOTEs: alternate fixed omega values
*omega = 0.005 * 274 fixed value
*omega = 0.01 * 37 fixed value
*omega = 0.05 * 4% fixed value
*omega = 0.10 * 5th fixed value
*omega = 0.20 * 6" fixed value
*omega = 0.40 * 7t fixed value
*omega = 0.80 * 8" fixed value
*omega = 1.60 * 9th fixed value
*omega = 2.00 * 10" fixed value

When you are done...

set...
fix omega = 0
omega = 10

... now codeml will estimate
the MLE for omega



exercise 1 concept questions:

1. How close was your “by-hand” estimate of the MLE compared
to the one produced by the codeml| optimization algorithm?

2. Does the area under your likelihood curve sum to 1.07

3. Can you explain, in non-technical language, what the MLE
represents and why you would want to estimate it?



Exercise 2:

Investigating the sensitivity of the d\/ds ratio to assumptions

in the GstD1 gene



exercise 2:

transitions vs. transversions: A

0

preferred vs. un-preferred codons:

partial codon usage table for the GstD gene of Drosophila

Phe F TTT 0 | Ser § TCT 0| Tyr ¥ TAT 1 | Cys € 16T 0
TC 27 | ee 15 | TR 22 | 0%¢ 6
(Lew L TTA L] TCA O | *##* * ThA 0 | #*# * TGA 0
76 1 <G 1 TAG 0 | Trp W T6GG [
Leu L CTT 2 | pro p coT 1 | His H CAT 0 | Arg R CGT 1
cre 2.4 cce 15 | cAc 4 oGe 7
CTA 0 | CCA 3| Gln Q CAA 0 | CGA 0
. cr6 29 | | oG 1 cAG 14 | GG 0




exercise 2:

How to model frequencies?

example: A - C

AAA — CAA
AAA — ACA
AAA — AAC

A at codon position

1st 2nd 3rd

GY (Fé1) TTcaa TTaca TTanc

MG it T2 3

Either way,
these are

[ empirically

estimated.



exercise 2:
Example: A — C

AAA — CAA
AAA — ACA
AAA — AAC

No bias 1/61 1/61 1/61 0
F3x4 (GY)  m.m.m, whmlw) ) 9
F61 (GY) Tlcan TTaca TTanc 60

NOTE: There are even more ways fo model frequencies; but these are the only
one we will deal with in this lab.



exercise 2:

segfile

outfile

noisy
verbose

runmode

seqgtype
CodonFreq
model
NSsites

icode

fix kappa
kappa

fix omega

omega

segfile.txt * sequence data filename

results. txt * main result file name

o o o o =

0,1,2,3,9: how much rubbish on the screen
l:detailed output

-2:pairwise

1:codons

O:equal, 1:F1X4, 2:F3X4, 3:F61 [CHANGE THIS]

O:universal code

l:kappa fixed, O:kappa to be estimated [CHANGE THIS]

fixed or initial wvalue

l:omega fixed, 0O:omega to be estimated

initial omega value



exercise 2:

You will evaluate 6 sets of assumptions:

Assumption set 1:
Control file..

Assumption set 2:
Control file..

Assumption set 3:
Control file..

Assumption set 4:
Control file..

Assumption set 5:
Control file..

Assumption set 6:
Control file..

Codon bias = none;
CodonFreg=0;

Codon bias = none;
CodonFreg=0;

Codon bias = yes [F3x4];

CodonFreg=2;

Codon bias = yes [F3x4];

CodonFreg=2;

Codon bias = yes [F61];

CodonFreg=3;

Codon bias = yes [F61];

CodonFreg=3;

Ts/Tv bias = none

kappa=1l; fix kappa=l

Ts/Tv bias = Yes

kappa=1l; fix kappa=0

Ts/Tv bias = none

kappa=1; fix kappa=l

Ts/Tv bias = Yes

kappa=1l; fix kappa=0

Ts/Tv bias = none

kappa=1; fix kappa=l

Ts/Tv bias = Yes

kappa=1l; fix kappa=0



exercise 2:

Complete this table AND Interpret your findings

Table E2: Estimation of ds and dn between Drosophila melanogaster and D. simulans GstD1 genes

Assumptions K S N ds dan @ 4
Fequal + x=1 1.0 ? ? ? ? ? ?
Fequal + x = estimated ? ? ? ? ? ? ?
F3x4 + x=1 1.0 ? ? ? ? ? ?
F3x4  + k= estimated ? ? ? ? ? ? ?
F61 + k=1 1.0 ? ? ? ? ? ?
F6l + k= estimated ? ? ? ? ? ? ?

K = transition/transversion rate ratio
S = number of synonymous sites
N = number of nonsynonymous sites

w = dN/dg

? = log likelihood score



exercise 2 concept questions:

1. What does the value of S represent?

2. Which model assumptions had the largest and smallest impact on S? Can you
use your knowledge of this dataset to explain your observations?

3. Can you explain how the estimates of S impacted the estimates of the
intensity of natural selection pressure?

4. What model of codon frequencies would you choose for these data and why?



Short aside to help with the interpretation of S...



Why use dy and ds?
(Why not use raw counts?)

example of counts:
300 codon gene from a pair of species
5 synonymous differences
5 nonsynonymous differences

5/5 =1

why don’t we conclude that rates are equal (i.e.,
nevtiral evolution)?



First letter

Genetic code

Second letter

c
uuu ucu) UAU UGU u
uuc}Phe Uce | o UAC}Tyr UGC}CyS C
UUAY, o | UCA UAA Stop UGA Stop| A
UuG UCG ) UAG Stop|UGG Trp |G
CUU CCU) CAU } His |CGU U
CUC | o | CCC Lprg | CAC CGC | rg | C
CUA CCA }Gln CGA A
ciG) cee) CAG CEE &
AUU ACUY  |AAU AGU u
AUCLIe Ace | g JAsn AGC}Ser c
AUA | ACA AAA}LyS AGA }Arg A
AUG  Met |ACG| |AAG AGG G
GUU GE GAU}Asp GGU u
GUC |\ | GCC [ 5, |GAC GGC |y | C
GUA GCA }Glu GGA [ZY | A
GUG GEE| e GEG ©

all possible mutations > two types

Third letter

synonymous (S): no change to protein

non-synonymous (N): changes the amino acid
composition of protein



mutational opportunity vs. physical site

Relative proportion of different types of mutations in hypothetical protein coding

sequence.
Expected number of changes (proportion)
Type All 3 Positions 1t positions 2nd positions 3rd positions
Total mutations 549  (100) 183 (100) 183 (100) 183 (100)
Synonymous 134 (25) 8 (4) 0 (0) 126 (69)
Nonsyonymous 392 (71) 166 (91) 176 (96) 57 (27)
nonsense 23 (4) ? (5 7 (4) 7 (4)

Note that by framing the counting of sites in this way we are using a “mutational
opportunity” definition of the sites. Thus, a synonymous or non-synonymous site is not
considered a physical entity!

Note that this is NOT a model-free exercise: for this to make sense, we assume a
hypothetical model where all codons are used equally and that all types of point
mutations are equally likely.




Why do we use dy and ds ?

same example, but using dy and ds:

Synonymous sites (S) = 25.5%
S =300 x 3 x25.5% = 229.5

Nonsynonymous sites(N) = 74.5%
N =300 x 3 x 74.5% = 670.5

So, ds = 5/229.5 = 0.0218
dy = 5/670.5 = 0.0075

dy/ds () = 0.34, purifying selection !!!



Now take another look at the table of codon counts for

the GstD1 gene and think about the meaning of S...



RECALL...

preferred vs. un-preferred codons:

partial codon usage table for the GstD gene of Drosophila

Phe F TTT 0 | Ser § ICT 0 | Tyr ¥ TAT 1 | Cys € TGT 0
TTC 27 | TcC 15 | TAC 22 | 76C 6

4 Leu L TTA 0 |\ TCA 0 | **% & THA 0 | **% & TGA 0
TG 1) ™CG 1 TAG 0 | Trp W TGG 23

Leu L CIT 2 | Pro P CCT 1 | His H CAT 0 | Arg R CGT 1
CTC 2 | ocC 15 | CAC 4 | oGC 7
CTA 0| CCA 3| Gln Q CAA 0| CGA 0
CTG 29 | CCG 1| CAG 14 | oGG 0

\_ A




Kappa (ts/tv)

=271

Table 1. Estimation of ds and dn between Drosophila melanogaster and D. simulans GstD1 genes

Asumptions K S N ds aN ) 4
Fequal, k=1 1.0 152.9 4471  0.0776  0.0213  0.274  -927.18
Fequal, x = estimated 1.88 165.8 4342  0.0691 0.0221 0320 -926.28
F3x4, k=1 1.0 70.6 5294  0.1605 0.0189  0.118  -844.51
F3x4, k= estimated 2.71 73.4 526.6  0.1526  0.0193  0.127 -842.21
F6l, k=1 1.0 40.5 559.5 03198 0.0201  0.063  -758.55
F61, x = estimated 2.53 45.2 554.8 03041 0.0204 0.067 -756.57




exercise 2 concept questions:

Work on these questions now...

2. Which model assumptions had the largest and smallest values of S? Can you
use your knowledge of this dataset to explain your observations?

3. What model of codon frequencies would you choose for these data and why?

4. The biological conclusions for GstD are sensitive to model assumptions; will
all genes be this sensitive to the codon frequency model? Why?




Some more information on exploring the relationship between the

model and your data...



e Chapter 13

Looking for Darwin in Genomic Sequences: Validity
and Success Depends on the Relationship Between
Model and Data

Christopher T. Jones, Edward Susko, and Joseph P. Bielawski

Abstract

Codon substitution models (CSMs) are commonly used to infer the history of natural section for a set of
protein-coding sequences, often with the explicit goal of detecting the signature of positive Darwinian
selection. However, the validity and success of CSMs used in conjunction with the maximum likelihood
(ML) framework is sometimes challenged with claims that the approach might too often support false
conclusions. In this chapter, we use a case study approach to identify four legitimate statistical difficulties
associated with inference of evolutionary events using CSMs. These include: (1) model misspecification,
(2) low information content, (3) the confounding of processes, and (4) phenomenological load, or
PL. While past criticisms of CSMs can be connected to these issues, the historical critiques were often
misdirected, or overstated, because they failed to recognize that the success of any model-based approach
depends on the relationship between model and data. Here, we explore this relationship and provide a
candid assessment of the limitations of CSMs to extract historical information from extant sequences. To
aid in this assessment, we provide a brief overview of: (1) a more realistic way of thinking about the process
of codon evolution framed in terms of population genetic parameters, and (2) a novel presentation of the
ML statistical framework. We then divide the development of CSMs into two broad phases of scientific
activity and show that the latter phase is characterized by increases in model complexity that can sometimes
negatively impact inference of evolutionary mechanisms. Such problems are not yet widely appreciated by
the users of CSMs. These problems can be avoided by using a model that is appropriate for the data; but,
understanding the relationship between the data and a fitted model is a difficult task. We argue that the only
way to properly understand that relationship is to perform in silico experiments using a generating process
that can mimic the data as closely as possible. The mutation-selection modeling framework (MutSel) is
presented as the basis of such a generating process. We contend that if complex CSMs continue to be
developed for testing explicit mechanistic hypotheses, then additional analyses such as those described in
here (e.g., penalized LRTs and estimation of PL) will need to be applied alongside the more traditional
inferential methods.

Key words Codon substitution model, dN/dS, False positives, Maximum likelihood, Mechanistic
model, Model misspecification, Mutation-selection model, Parameter confounding, Phenomenologi-
cal load, Phenomenological model, Positive selection, Reliability, Statistical inference, Site-specific
fitness landscape
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Phenomenological Load on Model Parameters Can Lead to
False Biological Conclusions

Christopher T. Jones,*" Noor Youssef,” Edward Susko,' and Joseph P. Bielawski’
"Department of Mathematics and Statistics, Dalhousie University, Halifax, NS, Canada

“Department of Bology, Dalhousie University, Halifax, NS, Canada

*Corresponding author: E-mait cpones2@dalea

Associate editor: Jeffrey Thomne

Abstract

‘When a substitution model is fitted to an alignment using maximum likelihood, its parameters are adjusted to account
for as much site-pattern variation as possible. A parameter might therefore absorb a substantial quantity of the total
variancein an alignment (or more formally, bring about a sub: ial reductionin the devi of the fitted model) even
if the process it represents played no role in the generation of the data. When this occurs, we say that the parameter
estimate carries phenomenological load (PL). Large PLin aparameter estimate is a concem because itnot only invalidates
its mechanistic interpretation (if it has one) but also increases the likelihood that it will be found to be statistically
significant. The problem of PL was not identified in the past because most off-the-shelf substitution models make

that preclude the tion of realistic levels of variation. In this study, we use the more

nd:k mumion-selemon frunewod( as the basis of a generating model formulated to produce data that mimic an

Al

model is underspecified and 2) the

of li itochondrial DNA. We show that a parameter estimate can carry PLwhen 1) the sctsdmdon
a process that is confounded with other p

in the data-generating model. We then provide a med\od that can be used to identify signal for the process lﬁl agiven

ep despite the exi of PL.
Key words: codon substitution models, mechanistic versusph
reliability.
Introduction

There are in general two ways to quantitatively describe a
natural process. The phenomenological ap proach is to sum-
marize relationships between variables with little or no refer-
ence to causation. The alternative i to specify a model based
on known or hypothetical mechanistic links between varia-
bles that explain their relationships For example, although
Newton’s law of universal gravitation provides a highly accu-
rate description of the apparent force of attraction between
objects, it does so without explaining the cause. Newton's law
s therefore phenomenological Einstein, by contrast, de-
scribed gravitation mechanistically as the result of mass gen-
erating curvature in space-time Biology is replete with
models of complex processes that cannot be placed into ei-
ther of these neat categories. On the one hand, there is a
natural desire to build mechanistic models that capture as
much of the complexity and nichness of a process as possible.
On the other hand, limitations in information and computa-
tonal resources often make simplifying assumptions un-
avoidable, thereby forcng a more phenomenclogical
approach. The result of this tension is that modelks of biolog-
ical processes often fall somewhere on a continuum between
phenomenological and mechanistic.

Akey feature of a model characterized as mechanistic is
that its parameters are inter pretatable with re psect to the real

data-generating process (Liberles et al 2013). This underlines
the fact that the terms mechanistic and phenomenolo gical
are more aptly applied to indvidual parameters. Indeed,
mechanistic and phenomenological parameters often ap pear
together in the same model {Rodrigue and Philippe 2010)
However, the distinction between the two is not ahways dlear.
Codon substitution models {(CSMs), for example, consist of
two submodels, one for the effect of selection at the amino
acid level {the selection submodel) and the other for DNA-
level substitution processes {the DNA submodel). The pro-
cesses described by these submodels, the ap pearance of a new
mutation in an individual and its eventual fxation or elimi-
nation in the population, are necessarily probabilistic (Moran
1958; Kimura 1962). In this context, we define a mechanistic
parameter as one meant to prowvide an explanation for differ-
ences in probability distributions rather than in specific out-
comes For example, a probabilistic bias for or against
replacement substitutions is represented in the selection sub-
model by a nonsyno nymous-to-synonymous rate ratio «1 An
estimate « of this rate ratio has traditionally been used to
support one of three possible explanations stringent selec-
tionby@ < T;neutrality by @ = 1;and positive selection by
@ > 1. However, @ can only be estimated by combining the
information contained in a number of sites, at least when the
number of taxa s limited (but see Rodrigue et al 20%;

© The Auchor(s] 2018, Publdhed by Qond Univerity Press on behalf of the Socety for Moleads Bidiogy and Brclution
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Py (éMo)

Fig. 2 The (61" — 1)-dimensional simplex containing all possible site-pattern
distributions for an N-taxon alignment is depicted. The innermost ellipse repre-
sents the subspace {Puo(@mo)|fmo € Qwo} that is the family of distributions that
can be specified using M0, the simplest of CSMs. This is nested in the family of
distributions that can be specified using M1 (blue ellipse), a hypothetical model
that has the same parameters as MO plus some extra parameters. Similarly, M1
is nested in M2 (red ellipse). Whereas models are represented by subspaces
of distributions, the true generating process is represented by a single point
Pep, the location of which is unknown. The empirical site-pattern distribution
Ps(és) corresponds to the saturated model fitted to the alignment; with
large samples, PS(EJS) = Pgp. For any other model M, the member
PM(?)M)G{PM(HM) | 6m € Qu} most consistent with X is the one that mini-
mizes deviance, which is twice the difference between the maximum
log-likelihood of the data under the saturated model and the maximum
log-likelihood of the data under M



Exercise 3:

Test hypotheses about molecular evolution of Ldh gene family



exercise 3:

Each one represents a —
different “branch model”

Cl Mus
C1
Gene duplication cl LCL Rattus
event
co Cl Cricetinae
<l Sus
(of
=l Homo
A0
( Al Sus
Al LAL. Homo
Al
Al Rabbit
L Mus
Al
Al Rattus
0
Gallus
A0
Sceloporus
Ho: wao = @wa1 = @wc1 = wco
Hi: wao = wa1 = @wc1 # axco
H2: wao = wa1 # o1 = axco
Hi: @wao0 # @a1 # @1 = @co

Ldh-C

Ldh-A



exercise 3:

Gene duplication
event

Co

Cl

Cl Mus

C1

AO (

Al

L Cl Rattus

cl Cricetinae

C1

<l Sus

Cl

Homo

Al Sus

Al

AOQ

Al

AL Homo

Al Rabbit

Al Mus

L Rattus

Gallus

Ho: @wa0 = wa1 = @1 = @co

Sceloporus

Ldh-C

Ldh-A

Null model



exercise 3:

Gene duplication

event

Al

C1

Cl

cl Mus

C1

[ Cl Rattus

Cl

cl Sus

Al

Cl

Homo

Al Sus

AOQ

Al

AL Homo

L Rabbit

Al Mus

Al Rattus

Gallus

H1i: wao = war = @c1 # @wco

Cricetinae Ldh-C

Ldh-A

Sceloporus

Episodic model



exercise 3:

Gene duplication
event

AO (

ci )

Mus

Cl

C1 Cl Rattus

C1 5
co Cricetinae Ldh-C

cl Sus

C1

cl Homo /

Al Sus

Al LAL. Homo

Al

Al Rabbit

Ldh-A
Al Mus

Al

& Rattus

0
Gallus

A0

Sceloporus

H2: wao = war # @c1 = aco  Long-term shift

: 1-clade model



exercise 3:

4 ci )

Mus
C1

Gene duplication C1 CL. Rattus
event

C1 5
co Cricetinae Ldh-C

Cl

Sus
af

Cl

Homo

A0

AN

Al Sus

Al

Al LAL. Homo

Al .
Al | e R b bt

Ldh-A
- Mus

Al

Al

Rattus /

0
Gallus

A0

Sceloporus

H3: wa0o # @a1 # w1 = aco Long-term shift: 2-clade model



segfile = seqgfile.txt * sequence data filename
treefile = tree.HO.txt * tree structure file name [CHANGE THIS]

outfile = results.txt * main result file name
noisy = 9 *0,1,2,3,9: how much rubbish on the screen
verbose = 1 * l:detailed output
runmode = 0 * O:user defined tree
segtype =1 l:codons
CodonFreq = 2 O:equal, 1:F1X4, 2:F3X4, 3:Fo6l
model = 0 * O:one omega ratio for all branches [FOR MODEL HO]
l:separate omega for each branch

* 2:user specified dN/dS ratios for branches [FOR MODELS H1-H3]

NSsites = 0 *
icode = 0 * O:universal code
fix kappa = 0 * l:kappa fixed, O:kappa to be estimated
kappa = 2 * initial or fixed kappa
fix omega = 0 * l:omega fixed, 0O:omega to be estimated
omega = 0.2 * initial omega

*Hp in Table 3:

*model = 0

*(X02152Hom,U07178Sus, (M22585rab, ((NM017025Rat,U1l3687Mus),
*(((AF070995C, (X04752Mus,U07177Rat) ), (U95378Sus,U13680Hom) ), (X538280G1,
* U284100G2)))));

*H; in Table 3:

*model = 2

* (X02152Hom,U07178Sus, (M22585rab, ((NM017025Rat,U13687Mus), ( ( (AF070995C,
*(X04752Mus, U07177Rat) ), (U95378Sus,U13680Hom) ) #1, (X538280G1,U284100G2))
*))) i

*Hy in Table 3:

*model = 2

* (X02152Hom,U07178Sus, (M22585rab, ( (NM017025Rat,U13687Mus), (( (AF070995C
* #1, (X04752Mus #1,U07177Rat #1)#1)#1, (U95378Sus #1,U13680Hom #1)

* #1)#1, (X538280G1,U284100G2)))));

*H3 in Table 3:

*model = 2

* (X02152Hom,U07178Sus, (M22585rab, ( (NM017025Rat,U13687Mus), (( (AF070995C
* #1, (X04752Mus #1,U07177Rat #1)#1)#1, (U95378Sus #1,U13680Hom #1)

* #1)#1, (X538280G1 #2,U284100G2 #2)#2))));

C1

Mus
C1 |
Cl
Gene duplication c1 Rattus

event

o]

Cricetinae
cl Sus
£l Homo
N_ESV:
Al Homo

Al

CO

Al Rabbit

Al Mus
LAl |
Al Rattus

A0
I— Gallus
A0
m Sceloporus

Ho: wao = wa1 = w1 = wco
Hi: wao = wa1 = w1 # axo
H2: wao = wa1 # a1 = axo
Hs: wno # a1 # w1 = oco

Ldh-C

Ldh-A



exercise 3:

Complete this table AND Interpret your findings

Table E3: Parameter estimates under models of variable w ratios among lineages and LRTs of their
fit to the Ldh-A and Ldh-C gene family.

Models A0 WA1 aC1 a0 LRT

na
?
?
?

Ho: wa0 = wa1 = o1 = oo ? = WA = WA0 = WA
Hi: oao = wa1 = oc1 # woco ? = WA = WA ?

Hbz: wno = wa1 # oc1 = wco ? = WA ? = wc1
Hs: wno # oa1 # oc1 = axo ? ? ? = wC1

N N Y VS

The topology and branch specific w ratios are presented in Figure 5.

HovHi:df=1
Hov Hx df=1
Hrv Hs: df=1

When you interpret your results, THINK about why the involved models are nested.



exercise 3 concept questions:

1. Can you explain the biological interpretation of all 4 models (hypotheses)
of Ldh gene-family evolution?

2. Canyou explain how these models are nested. Why is nesting a concern
here? Do you understand the df for the relevant LRTs?

3. What evolutionary scenario is the best explanation of Ldh gene-family
evolution?

4. |sthere evidence of positive selection during the history of Ldh evolution?
Are there any scenarios in which Ldh could have evolved by positive
selection that would be undetectable by these LRTs?



Exercise 4:

Testing for adaptive evolution in the nef gene of human HIV-2



exercise 4:

MO

0.9+
0.8+
0.7 1
0.6
0.57
0.4
0.3
0.2
0.1+

I
o
Proportion of sites

@ =0.55

M3

0.9+
0.8+
0.7 1
0.6
0.5+
0.4+
0.3
0.2+
0.1+

Proportion of sites

®=001 ®=085 @®=55

LRT 1: MO vs. M3 test for variable
selection pressure among sites

df =4

M1la

M?2a

0.9+
0.8
0.7 1
0.6
0.5+
0.4
0.3
0.2
0.1+

®=02 [o=1] &=35

2: M1a vs. M2a tests for sites
subject to positive selection

df =2

M7

Now recommend a
restricted version of
M8 for the 3 LRT
(instead of M7)

0 02 04 06 08 1

w ratio
(depends on parameters p and q)

M8

0 02 04 06 08 1 ao>1

w ratio
(depends on parameters p and q)

3: M7 vs. M8 tests for sites
subject to positive selection

df =2



ML
ML
ML
ML
ML
ML

n

branch
branch
branch
branch
branch
branch

under MO
under M1
under M2
under M3
under M7
under M8

lengths
lengths
lengths
lengths
lengths
lengths

under
under
under
under
under
under

—_—

MO
M1
M2
M3
M7

M8

—

These trees contain pre-
computed MLEs for branch
lengths to speed the

analyses.

You will want to estimate
all the branch lengths via
ML when you analyze your

own datal

* SET THIS for 10 of site categories under M7 and M8

seqgfile segfile.txt sequence data filename
* treefile treefile MO.txt * SET THIS for tree file with
* treefile treefile MIl.txt * SET THIS for tree file with
* treefile treefile M2.txt * SET THIS for tree file with
* treefile treefile M3.txt * SET THIS for tree file with
* treefile = treefile M7.txt * SET THIS for tree file with
* treefile = treefile M8.txt * SET THIS for tree file with
outfile = results.txt * main result file name
oL SY = TOCS O TUPDISIT OIT CIle SCree
verbose = 1 * detailed output
runmode = 0 * user defined tree
segtype =1 * codons
CodonFreq = 2 * F3X4 for codon ferquencies
model = 0 * one omega ratio for all branches
* NSsites = 0 * SET THIS for MO
* NSsites =1 * SET THIS for M1
* NSsites = 2 * SET THIS for M2
* NSsites = 3 * SET THIS for M3
* NSsites = 7 * SET THIS for M7
* NSsites = 8 * SET THIS for M8
icode = 0 * universal code
fix kappa =1 * kappa fixed
* kappa = 4.43491 * SET THIS to fix kappa at MLE
* kappa = 4.39117 * SET THIS to fix kappa at MLE
* kappa = 5.08964 * SET THIS to fix kappa at MLE
* kappa = 4.89033 * SET THIS to fix kappa at MLE
* kappa = 4.22750 * SET THIS to fix kappa at MLE
* kappa = 4.87827 * SET THIS to fix kappa at MLE
fix omega = 0 * omega to be estimated
omega = 5 * initial omega
* ncatG = 3 * SET THIS for 3 site categories under M3
* ncatG = 10
fix blength = 2 * fixed branch lengths from tree file

Be careful: thereis alotto
change in this codeml.ctl file
for each model.

It is very easy to miss
something, or make a mistake

The models will run quick, so
it is also easy to check/fix any
mistakes.



exercise 4: Complete this table AND Interpret your findings

Table E4: Parameter estimates and likelihood scores under models of variable wratios among
sites for HIV-2 nef genes.

Nested model pairs dn/ds? Parameter estimates © PSS 4 I
MO: one-ratio (1)* ? =" N.A. ?
Ma3: discrete (5) ? po,=7?,p1,=7?, (p2=7?) ?(?)
=2 o=? :="
M1la: neutral (2) ? po=7(p1=7) N.A. ?
=7, (n=1)
M2a: selection (4) ? po="?p1="7, (p2=7?) ?(?) ?
a)o=?,(a)1=1),a)2=?
MY7: beta (2) ? p=?,q=" N.A. ?
MB8: beta& o (4) ? po="?(p1=7?) ?(?) ?

2 The number after the model code, in parentheses, is the number of free parameters in the @
distribution.

b This dn/ds ratio is an average over all sites in the HIV-2 nef gene alignment.

¢ Parameters in parentheses are not free parameters.

4SS is the number of positive selection sites (NEB). The first number is the PSS with posterior
probabilities > 50%. The second number (in parentheses) is the PSS with posterior probabilities >
95%.



Concept map for tasks 1-3...

1-

model: o 1. Fit model to data > MLEs
5% have o > 1 ol .
041 2. Test hypotheses via Null
021 and alternative models
Bayes’ rule: TGG GG 2AG GIT GGC GOG CAC 3. Predict which sites have
: ' LA llAc ... acc ... >1
site 4,12 & 13 e A atee
..... T ... ..G ..A .GC ...

4. Interpret results in known

structure: biological context

sites are in contact




exercise 4: use the "rst file” for model M3 to produce a plot like this for the nef gene

1-
w %O
Q 0.8+
B 0.7
‘C 0.6
CC) 0.5+
£ 0.41
8 0.31
O 0.2
EENRE
®=001 ®=085 @=55
Rapidly evolving region Conserved region
1 — = T—
08 -
g 06 1
™
02 1
0

1 6 11 16 21 ¢ 351 % 4 & 351 % 61 & 71 % 8 8 91 % 101 106 111 116 121 126 151 1% 141 146 151 1% 161 166 171 176 181 186 191 1% 01

NOTE: This is NOT the distribution for the nef gene



exercise 4 concept questions:

Try to synthesize all your results and attempt a biological interpretation of the
sort that you would want to publish within an actual research paper. The
following two general questions should help get you going. | strongly encourage
you to do this last step in collaboration with other workshop students; talk it
through!

1. What biological conclusions are well-supported by these data?

2. What aspects of the results can you interpret according your prior biological
knowledge of this, or similar, systems?



